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Abstract— Associative memories are data structures that allow
retrieval of previously stored messages given part of their content.
They, thus, behave similarly to the human brain’s memory that
is capable, for instance, of retrieving the end of a song, given
its beginning. Among different families of associative memories,
sparse ones are known to provide the best efficiency (ratio of
the number of bits stored to that of the bits used). Recently,
a new family of sparse associative memories achieving almost
optimal efficiency has been proposed. Their structure, relying
on binary connections and neurons, induces a direct mapping
between input messages and stored patterns. Nevertheless, it
is well known that nonuniformity of the stored messages can
lead to a dramatic decrease in performance. In this paper, we
show the impact of nonuniformity on the performance of this
recent model, and we exploit the structure of the model to
improve its performance in practical applications, where data are
not necessarily uniform. In order to approach the performance
of networks with uniformly distributed messages presented in
theoretical studies, twin neurons are introduced. To assess the
adapted model, twin neurons are used with the real-world data
to optimize power consumption of electronic circuits in practical
test cases.

Index Terms— Associative ~ memory,
management, real-world data, twin neurons.

clique, power

I. INTRODUCTION
A. Associative Memories Overview and Problem Statement

N TRADITIONAL indexed memories, data are addressed
using a known pointer. The principle of associative
memories is different: data retrieval is accomplished presenting
a part (possibly small) of it. Because of the partial input,
the rest of the information is retrieved, and consequently no
address is needed. As a toy example, retrieving the password
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of a user given its name in a database is typically a request of
an associative memory. Associative memories are widely used
in practical applications, for instance databases [1], intrusion
detection [2], processing units’ caches [3], or routers [4].

In order to assess the performance of associative memories,
several parameters can be introduced. Probably the most
important one [5] is termed memory efficiency and is defined
as the best ratio of the total number of bits stored to the total
number of bits used to store the memory itself, for a targeted
performance. Note that this ratio is trivially one for indexed
memories. Another important parameter is the computational
complexity that depends on the operations needed to perform
the retrieval. Again, this parameter usually makes no sense for
the traditional memories in which computational complexity
is often considered to be of O(1).

In practice, one can distinguish two main families of
associative memories, namely, content-addressable mem-
ory (CAM) [6] and neuroinspired memories. A CAM com-
pares the input search word against the stored data, and returns
a list of one or more addresses where the matching data word
is stored. CAMs combine memory efficiency with zero error
rate and are often used in electronics, for example in network
routers [6]. However, since it is a brute-force approach, the
number of comparisons between the input search word and the
stored data results in high complexity and energy consump-
tion [7]. Moreover, CAMs assume that stored messages are
couples, where only the second item can be erased in an input.
Ternary CAM expands CAM functionality, allowing don’t care
bits matching both 0 and 1 values, thereby offering more
flexibility. However, this comes at an additional cost, as the
memory cells must encode three possible states instead of the
two in the case of binary CAM. Consequently, the cost of par-
allel search within such a memory becomes even greater [§].

Neuroinspired associative memories combine lower com-
plexity with higher flexibility, at the cost of reduced efficiency.
In this category, Hopfield neural networks [9] is the most
prominent model. In this model, stored messages are projected
onto the connection weights of a complete graph. Nevertheless,
when the size of this network is increased, the efficiency
decreases. Sparse networks originally proposed in [10] use
a small subset of connections to store each message, resulting
in a much better efficiency [11]. Furthermore, the works
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from [12] are also known to allow storing large number of
messages.

Recently, Gripon and Berrou [13] proposed a new model
that can actually be seen as a particular Willshaw network with
cluster structure. This modification allows efficient retrieval
algorithm without diminishing performance. This model is
able to store a large number of messages and retrieve them,
even when a significant part of the input is erased. The
simulations of the network working as a data structure or an
associative memory proved a huge gain in performance com-
pared with Hopfield network [9] and Boltzmann machine [14]
(when using comparable material) [13]. The fact that the
network is able to retrieve messages with erasures on any
position, or in the presence of noise, gives it an advantage
over CAMs. These interesting properties originate in error
correcting codes that underlie this network’s principles [15].

The network as presented in [13] is analyzed only for
uniform independent identically distributed values among all
the messages. By the network construction, this means that the
number of connections going out from each node is uniformly
distributed across the whole network. It is well known that
nonuniformity of messages to store can lead to a dramatic
decrease in performance [16]. On the other hand, it is expected
that real-world applications may contain highly correlated
data. In order to approach the theoretical performances in
real-world applications, the model needs to be improved.

B. Related Work

The impact of nonuniform data stored in the network
introduced in [13] was analyzed in the work [17]. We exploit
the structures of these networks to introduce several techniques
in order to efficiently store the nonuniform data. First, the
technique from [16] consisting in adding an additional layer
to Willshaw network is adapted to the cluster structure of
the network [13]. It is a simple method yet it requires a
significant increase in the network size. The most efficient
method introduced in [17] is based on Huffman coding. This
approach exploits compression codes properties to minimize
the impact of nonuniform data and gives very good results.
However, it is an offline method where all the data have to be
known in advance to compute the words of the code. It also
requires additional operations related to coding and decoding.

C. Contributions

In this paper, a new technique that addresses the limitations
of the formerly proposed methods is developed. The main
contributions of this paper are the following.

1) The strategy based on Huffman coding proposed in [17]
is modified to better suit real-world applications. It is
shown to be much more efficient in a practical scenario
compared with the best technique in [17].

2) A new online method is proposed in which coding/
decoding phases are not necessary and there is no
need to know the whole set of data in advance.
This makes it much more flexible and suitable for
real-world applications. Moreover, the new method
offers better performances.

3) The new strategy is assessed in practical applications to
manage power consumption of electronic circuits where
real-world data from simulations and measurements is
used. The results clearly indicate the interest of adapting
the model proposed in [13].

This paper is organized as follows. Section II outlines the
theory of the network. The problem of storing nonuniform data
is explained in Section III. Section IV gives an overview of the
techniques to store nonuniform data that were introduced in
earlier work and proposes a new strategy improved for practi-
cal applications. Furthermore, it presents a theoretical analysis
and an extensive comparison of the different techniques allow-
ing storage of nonuniformly distributed data. In Section V,
networks of neural cliques are applied in practical test cases to
present the interest of adapting the formerly presented model
to nonuniform data inherent in these applications.

II. SPARSE NEURAL NETWORKS WITH
LARGE LEARNING DIVERSITY

In this section, we introduce the family of sparse associative
memories described in [13].

A. Message Definition

Throughout this paper, we consider that associative mem-
ories store messages that they are later capable of retrieving
given a sufficiently large part of their content. In order to ease
the readability of this document, and without loss of generality,
we consider that a message consists of ¢ submessages or
segments. Each segment can be seen as a binary vector whose
values range from 0 to £ — 1. An exemplary message, for ¢ = 4
and € =4, is m = {10 00 01 11} (to be read 2 0 1 3).

B. Network Structure

In order to store messages, we use a network that
consists of binary neurons and binary connections.
Gripon and Berrou [13] use the term fanal (which means
lantern or beacon) instead of neuron for two reasons: 1) at a
given moment, in normal conditions, only one fanal within a
group of them can be active and 2) for biological inspirations,
fanals do not represent neurons but microcolumns [18].
Fig. 1 shows the general structure of the network and
the notation. All the n fanals are organized in c¢ disjoint
groups called clusters. Fanals belonging to specific clusters
are represented with different shapes. Each cluster groups
{ = n/c fanals. A node in the network is identified by its
index (i, j), where i corresponds to the cluster number and
j to the number of the fanal inside the cluster. The
connections are allowed only between fanals belonging
to different clusters, i.e., the graph is multipartite. The
connection between two fanals is denoted by a binary
weight w(; ), ;. Contrary to classical neural networks, the
connections do not possess different weights, the connection
exists or not. Hence, the weight (or adjacency) matrix of
such a network consists of values {0, 1} where 1 indicates
the connection between two fanals, and O is the lack of the
connection.
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Fig. 1. Network general structure and notation. Different shapes
(circles and squares) represent fanals belonging to different clusters.

C. Message Storing Procedure

To store a message m in the network, each of its ¢ segments
is associated with a distinct cluster, and more precisely with
a unique fanal in its cluster (the one that index corresponds
to the value of the segment). Then, this subset of fanals is
fully interconnected forming a clique representing the message
in the network. This term is also used in neurobiology to
describe such groupings of neurons [19]. When a new message
shares the same connection as an already stored message,
this connection remains unchanged. Therefore, the result of
the storage procedure is independent of the order in which
messages are presented to the network. For more details about
this storing procedure, refer to [13].

D. Message Retrieval Procedure

We call retrieval the process of retrieving a previously
stored message when only part of its corresponding fanals
is known. After the storing of all messages, the retrieval
process is organized as follows. First, the known segments
of the input message are used to stimulate appropriate fanals,
i.e., the value on the given segment indicates which fanal
should be chosen. These fanals are said to be active. After
the initial stimulation, message passing phase comes next. The
activated fanals send unitary signals to other clusters through
all of their connections. Then, each of the fanals calculates
the sum of the signals it received. Compared with [13], we
take advantage of the improvement proposed in [20] that
consists in summing only the signals from distinct clusters.
This modification simplifies the hardware implementation as
well [21]. Within each cluster, the fanal having the largest
sum is chosen and its state becomes 1, i.e., it is made active.
The other fanals inside the cluster represent the state equal
to 0. The rule according to which the active fanal inside
the cluster is elected is called winner takes all. The whole
process may be iterative, allowing the fanals to exchange
information with each other, such that ambiguous clusters
(those containing more than one active fanal) will hopefully
be correctly retrieved. When more than one iteration is needed
(input with significant noise or erasures resulting in nonunique
fanal with the largest sum) an extra value is added to the
score of the last winners in the next iteration. More details
on adjusting this memory effect are given in [13]. Because of
this iterative retrieval procedure, the network converges step
by step to the targeted previously stored message. In some
cases though, it may happen that the output message is not

correct, leading to nonzero error probability in the retrieval
process.

As a result of the strong correlation brought by the
connections of the clique embodying a message in the
network, it is possible to retrieve the stored message based on
partial or noisy information put into the network. In order to
target the first applications [22], the network was implemented
in hardware [23].

III. NONUNIFORMLY DISTRIBUTED MESSAGES
A. Density and Error Probability Definition

As previously stated storing messages in the network corre-
sponds to creating subgraphs of interconnected fanals. When
the number of stored messages increases, these subgraphs
share an increasing number of connections. Consequently,
distinguishing between messages is more difficult. As a logical
consequence, there is an upper bound for the number of
distinct messages one can store then retrieve for a targeted
maximum error probability. The network density d is defined
as a ratio of the established connections to all the possible
ones. Therefore, the density is a parameter of first impor-
tance to assess the network performance. A density close
to 1 corresponds to an overloaded network. In this case, the
network will not be able to retrieve stored messages correctly.
For a network that stored M uniformly distributed messages
expected density d is expressed by the following formula or
its first-order approximation:

\" M

The probability of correctly retrieving a message with
ce positions erased in a network constructed of ¢ clusters is
given by

when M « ¢2. (1)

P = (1 —qac)=hee )

This equation is valid for a single iteration. The probability of
error increases with d, which is expressed by (1). Note that in
the case of large density, iterations improve the ability of the
network for retrieving messages correctly, what is confirmed
by the evaluated simulations.

However, these equations only hold when input messages
are drawn uniformly at random. Correlation between stored
messages can lead to a dramatic decrease in the performance
of such memories.

B. Nonuniform Distribution Example

Fig. 2 shows a case of a network made of four clusters.
Fanals belonging to specific clusters are represented with
different shapes. There are four fanals per cluster. The number
of segments in the messages is four, each cluster corresponding
to a given segment, and on each segment one of the four values
is chosen. Cliques are formed by lines connecting fanals.
Fig. 2 shows a situation where four messages are stored, each
type of the line representing a different clique.

For a set of messages stored in the network, some fanals
can have much more connections than the others. One can
observe that in all of the clusters except cluster I, each node
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cluster
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Fig. 2. Network with nonuniformly distributed messages. Different shapes
(filled or empty circles or squares) represent fanals belonging to different
clusters, and different types of lines represent connections belonging to distinct
cliques. Clusters are numbered—they represent segments of messages.
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Fig. 3. Evolution of the error rate as a function of the number of stored

messages for different types of data distributions. The network composed of

eight clusters of size 256, and four randomly erased positions. For each point,

100 networks are evaluated doing 100 tests per network. The arrows indicate
standard deviations of the error rates.

has the same number of connections. This means that on the
segments II-IV of the messages each of the four possible
values occurred. However, in the cluster I, only one of the
fanals is always used, i.e., the value on the first segment is
constant. This simple example depicts how the distribution
of data stored in the network maps to the interconnection
structure.

Fig. 3 shows the evolution of the error retrieval rate for
a larger network with ¢ = 8 and ¢ = 256. In that specific
case, half the clusters are not provided with information. This
means that only four randomly chosen segments of a message
are known, the remaining are erased. Hence, only four fanals
are initially stimulated in four clusters. Fig. 3 shows also
the theoretical curve for a single iteration and the network
density. Note the interest of the iterative character of the
decoding process. The simulation shows that the network of
n = 2048 fanals can store up to 15000 uniform messages of

64 bits each and retrieve them with a very high probability
(error rate 0.029 for four iterations allowed) even when half
the clusters are not provided with information. However,
when the messages are generated from the truncated Gaussian
distribution (mean g = 135 and standard deviation ¢ = 25),
only 2000 messages can be stored (error rate 0.047). The
truncated Gaussian distribution, contrary to the uniform one,
implies that on a given segment of messages some values occur
much more often than the others. Fig. 3 also shows a curve
(indicated with a dot) for a data with a specific correlation
between the values within each message. Within each message,
either odd or even values are allowed. This means that if on the
first segment there is an odd value, one knows that all the other
values are odd (e.g.,m = {13579 11 13 15} in decimal). For
this data set, the network can store 8000 messages and retrieve
them with the same error probability as in the uniform case.
One can see that the correlation in the stored data clearly shifts
the curve toward lowest number of stored messages. In this
example, the same network filled with normally distributed
data can store only 13% of the number of uniformly distributed
messages.

As in most applications data cannot be considered uniform,
it is of first importance to introduce techniques to counterbal-
ance the effects of correlation on performance.

IV. LIMITING LOCAL DENSITY FOR STORING
NONUNIFORM DATA

A. Using Compression Codes

In [17], compression codes (more precisely Huffman
lossless compression coding [24]) were applied to store
nonuniform data. The core idea relies on the fact that
Huffman coding produces variable-length codewords—the
values that occur most frequently are coded on a small number
of bits, whereas less frequent values occupy more space.
One dictionary is constructed for each segment of all the
messages. Such procedure results in variable-length segments,
the most often occurring values being the shortest. Therefore,
the sizes of the frequent values that break the uniformity are
minimized. The free space obtained within each segment is
filled with random uniformly generated bits. Consequently,
the most often appearing values are associated with the largest
number of randomly chosen fanals, and the influence of local
high-density areas is minimized. Decoding is possible because
of the prefix-free property. This means that a set of bits
(codeword) representing a value on a given segment is never
a prefix of another codeword used for the same segment.
For instance, a code consisting of {01, 11} is a prefix-free
code. Strictly speaking, in order to decode the retrieved
encoded message, each segment is compared bit by bit with
its dictionary. When a codeword is met, one knows that these
bits are useful, the remaining being the random ones.

The baseline for the comparisons given in [17] is a strategy
that consists in adding a number of random uniformly
generated bits to each segment of a message. This simple
method allows to spread a value across a group of fanals
without the need to use a compression code and is added to
the comparisons in this paper as well.
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1: Input:

2: 4

3. ConnectionsLimit

4: Messages \\ matrix; one message in each row, one segment in each column
5: SegVal \\ value on the given segment

6: SegNum \\\ number of the given segment

7. AssocTab =] \\ empty cell matrix

8:

9: Output:

10: AssocTab
value on the given segment

14: procedure TWINFANALS(ConnectionsLimit)

15: for each row in Messages do

16: Store

17: for each fanal used do

18: if fan—out > ConnectionsLimit then

19: if max(AssocTable(:, SegNum)) < ¢ then
20: AssocTab(SegVal, SegNum)(end + 1)
21: end if

22: end if

23: end for

24: end for

25: return AssocT ab

26: end procedure

Fig. 4. Message storing procedure for twin fanals; pseudocode.

The results presented in [17] show that using compression
codes is an effective solution for storing nonuniform data.
Compression codes, however, require additional operations
related to coding and decoding. Moreover, the whole set of
messages has to be known to construct the words of the code.

B. Introducing Twin Neurons

In order to avoid the additional cost related to coding and
decoding and provide an online and flexible approach where
the whole set of messages does not have to be known, a new
strategy to store nonuniform messages is developed here.

The principle of the method is to introduce twin neurons,
i.e., changing the role of neurons in response to data distribu-
tion. If a fanal is overloaded (has high local density) another
fanal will be designated to represent the same information. The
pseudocode in Fig. 4 outlines the new algorithm which relies
on modifying the message storing procedure. Before storing
messages, the fanal’s connection limit (ConnectionsLimit) is
chosen. Furthermore, an association table (AssocTab) con-
necting each value on each segment with a specific fanal is
necessary. Initially this table is empty. Alternatively, instead of
the association table, fanals representing the same value can be
interconnected. When a fanal is initially stimulated, it sends
signals to all the other fanals in its cluster associated with
the same value. Then, all the activated fanals start exchanging
signals on the global (intercluster) level. Depending on the
hardware/software implementation cost tradeoff or biological
plausibility aspects any of the solutions can be chosen. In this
paper, the association table is used.

\\ cell matrix; number of row indicates the value in the message, number of column indicates the
number of segment. Each cell in the matrix holds the numbers of fanals associated to the given

\\ fan —out - number of fanal’s outgoing connections

= max(AssocTab(:, SegNum)) + 1

After storing each message, the total number of outgoing
connections of each fanal belonging to the newly created
clique is controlled (line 18). If this number exceeds a formerly
defined threshold, and there are unassociated fanals available
in this cluster (line 19), a new fanal is associated with this
value (line 20). This is similar to adding random bits that
spread a given value over a number of fanals and results in
limiting the local density. If there is no additional fanal left,
the association table remains unchanged, and for each value,
the last associated fanal is used. In order to retrieve a message
based on partial input, all the fanals associated with the values
on the known segments are stimulated.

As the result of this method, the network automatically
adapts to the distribution of the stored data efficiently using the
available material. Limiting local densities improves retrieval
performance.

The method relying on Huffman coding is an algorithmic
solution and, therefore, not very satisfactory in terms of
biological plausibility. Storing messages according to the
procedure described in this subsection exploits the fact that
fanals that are close to each other receive inputs that are
relatively close and become clones of each other called twins.
Increasing the spatial diversity of the stored information allows
reducing the density of the most stressed parts of the network.

C. Theoretical Analysis

For the presented curves, the improved retrieval procedure is
used where only the signals from distinct clusters are included
in the sum calculated by each fanal.
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Based on the probability of correctly retrieving a mes-
sage (2) one can obtain the probability of error after one
iteration of the retrieval procedure as

P=1-P. 3)

The error probability in the case of nonuniform data is
analyzed with the following nonuniform distribution. On the
first segment, the value one is chosen with probability p,
any other value is chosen with the same probability that
equals 1 — p/€ — 1. The rest of the ¢ — 1 segments are drawn
uniformly. To simplify the discussion, this distribution is called
first segment anomaly (FSA).

As a consequence, the density between any two clusters
associated with the last c — 1 segments is unchanged. Between
the first cluster and any other one, the density is

1— M

d=1-(1-——L )

(-1

for any value on the first segment that is not one, and
M
p

di=1-(1-= 5
=1-(-%) )

for the first segment equal one.

The error probability changes depending on whether the
first segment equals one (to simplify the discussion, we call
this case ) or is different from one () and whether the first
segment is erased (€) or not erased (€). In the following part
of this subsection, all the theoretical error probabilities are
expressed with appropriate equations.

In case me, the error probability after one iteration of the
retrieval procedure is

Pejn;g — 1 _ (1 _ d/C_Ce)€_1 . (1 _ dC—Cg)(Cg—l)(f—l). (6)

In case 7€

Pege=1—(1—dj- dc—ce—l)ce(f—l).

>

@)
In case we
Pee = (1—d"“%)'72 . (1—gemeeycem DD (1 _gre=ee),
®)
In case we
Poge=1—(1—d - d*ce el ©

When using one of the techniques described in this paper
(compression codes or twin fanals), the fanal corresponding to
value one in the first cluster is duplicated when the density of
its connections is large enough. Ideally, the density becomes
constant and thus equals d’ < d. The number of fanals
niassociated with value one in the first cluster is

log (1 -2
log (1 — —f(f—l))

As a result, in case m, Per is unchanged and P, ¢
becomes

(10)

Plae=1—(1—(1—1—=d)y")-a«hH==b (1)

~ 5000 10000 15000 20000 25000 30000 35000
Number of stored messages (M)

—+— Uniform simulated
- - 7e theoretical

ne theoretical
ne simulated

------------ Uniform theoretical —6—me simulated

Fig. 5. Error rate for FSA and uniform distributions, with network from [13]
used. The first segment equals one (7). Four positions are randomly erased—
results after one iteration. For each point, 100 networks are evaluated, doing
100 tests per network.

In case 7, P ze is unchanged and P, 7 becomes
—cen(ce—1)(£—1 —Ce €2
fre = 1= (1= de o)V (1 —gremeym+=2,
(12)

In this section, the theoretical equations are verified with
simulations. The parameters chosen for the analysis are ¢ = 8,
ce =4, £ =256, and p = 0.5. For the given parameters and
distribution, n; = 255. Fig. 5 shows the cases e and 7€.
Both (6) and (7) and the simulation results are plotted.
One can see that the simulations correlate well with the
theoretical analysis. In addition, the theoretical and simulated
curves for uniformly distributed messages are given for
comparison.

Fig. 6 shows the curve for (11) for compression codes or
twin fanals. As expected in this case, the performance after
one iteration is the same regardless of whether compression
codes or twin fanals are used or not. The additional curve for
four iterations shows the performance improvement.

Fig. 7 shows the cases we and we. Equations (8) and (9)
correlate well with the simulation results. Equation (12) and
the corresponding simulations are shown in Fig. 8. One can
notice the significant performance improvement.

D. Performance Comparison

The intrinsic characteristic of Huffman coding is the vari-
able codeword’s length. This parameter depends on the size
and distribution of the data set. It is possible that some of the
codewords exceed the available cluster size €. In this case,
in [17] no random bits are added to this segment and the
remaining bits are pushed to the next segment. Moreover, after
adding random bits, the bits from all the segments are shuffled
in such a way that even and odd bits from each of the segments
are stored in separate clusters. This means that in each cluster
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Fig. 6. Error rate for FSA and uniform distributions, with compression codes
or twin fanals used for FSA. The first segment equals one (x ). Four positions
are randomly erased—results after one iteration unless otherwise stated. For
each point, 100 networks are evaluated, doing 100 tests per network.
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Fig. 7. Error rate for FSA and uniform distributions, with network from [13]
used. The first segment is different from one (7). Four positions are randomly
erased—results after one iteration. For each point, 100 networks are evaluated
doing 100 tests per network.

the chosen fanal depends not only on the value on the same
segment in the initial message but also on the other segments.
This implies that erasures are allowed only on the messages
after the coding. As pointed out in [17], this characteristic
makes this technique an effective solution for applications in
which one can afford transforming data before storing it in
the network. To simplify the discussion, in this paper, this
technique is called Huffman shuffle.

As a consequence of the abovementioned property, each
time the known segments of a message are used to stimulate

Error rate
© o o o o o o
©®
5]
d

o
[N}

0.1r

D

5000

10000 15000 20000 25000 30000 35000
Number of stored messages (M)

rrrrrrrrrrrr Uniform theoretical - - me theoretical
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Fig. 8.  Error rate for FSA and uniform distributions, with compression
codes or twin fanals used for FSA. The first segment is different from one (7).
Four positions are randomly erased—results after one iteration. For each point,
100 networks are evaluated, doing 100 tests per network.

the network, only one fanal in each cluster is selected. In case
of the strategy that relies on twin fanals, erasures are possible
on the initial messages. This is important in terms of practical
applications. Nevertheless, when retrieving messages, one does
not know which fanal was used to create the clique repre-
senting the concerned message and all the fanals associated
with the known segments are stimulated. If a unique fanal is
stimulated in each cluster, the problem solved by the network
is much easier, and one can expect better performances.

To compare the techniques, two cases can be considered:
1) messages are transformed before storing them in the net-
work and 2) messages are not transformed before storing them
in the network. In Case 1, the messages are modified such
that they contain the number of fanal that was associated with
a specific value in each message. Consequently, in all the
strategies only a unique fanal is stimulated in each cluster.
In Case 2, the association table is used to find the fanals
to stimulate when a message is presented to the network.
In this scenario, all the fanals associated with a value present
in the message are stimulated. The first case, where erasures
are allowed only on the transformed messages, can be applied
to a very limited set of applications. Since the focus of this
paper is on applications and real-world data, the techniques
are compared in the second scenario. If Huffman shuffle
is applied in the second scenario, after all the described
processing steps (adding random bits, pushing bits to the next
segment, shuffling bits) one fanal can be associated with many
different values. To eliminate the impact of the interdepen-
dencies between different segments and to adapt Huffman
shuffle to Case 2, a new strategy is added to the comparison.
The bits that exceed the available space are now simply cut
instead of being pushed to the next segment. Furthermore,
there are no bit-shuffle operations. This technique is called
Huffman simple. To provide a fair comparison, the nonuniform
distribution is chosen so that the amount of codewords that
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Fig. 9. Performance comparison for different proposed strategies.
Four positions are randomly erased. For each point, 100 networks are
evaluated doing 100 tests per network. Multiple fanals are stimulated in each
cluster. Arrows: standard deviations of the error rates.

exceed the space available in the cluster (£ = 1024, 10 bits,
the same size as in [17]) is negligible (<1%). This occurs for
the truncated Gaussian distribution with ¢ = 135, 0 = 65.

Fig. 9 shows the results when multiple fanals can be
stimulated in each cluster. First, note the performance of the
network [13] in case of the nonuniform distribution (£ = 256,
the same as in Fig. 3). Then, several techniques are applied to
the same network as in [17] (¢ = 1024). Random bits allow
storing more messages; however, they are outperformed by
the strategies proposed in this paper. Twin fanals present the
best performance, Huffman simple being slightly less effective.
As stated earlier, Huffman shuffle is not adapted to stimulating
multiple fanals. In fact, it reaches retrieval error rate equal
to 0.97 when only 1000 messages are stored.

Fig. 10 shows the connections limit values for each point of
the curve for twin fanals. Each of these values was obtained
by varying the connections limit and choosing the one that
gave the lowest error rate. The connections limit parameter
(ConnectionsLimit) can be connected to density d for a
uniform distribution (1) and expressed as saturation s

ConnectionsLimit
s = (13)
(c — 1td
(c — 1)¢ gives the maximal number of connections per fanal.
By weighting this value with d, one obtains the expected
number of fanal’s connections. Dividing ConnectionsLimit by
this number gives the saturation of the network.

Based on the density, which is a function of the number
of stored messages M, the approximate optimal value of the
connections limit can be predicted. Fig. 11 shows how the
saturation depends on the number of stored messages based on
the optimal connections limit values. Fig. 10 shows also the
connections limit values obtained from an averaged s value
as s(c — 1)¢d. The proximity of the optimal and predicted
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Fig. 10.  Optimal and predicted connections limit values in function of

the number of stored messages. For low numbers of stored messages, any
connection limit can be chosen.
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Fig. 11.  Saturation parameter used to predict connections limit value in

function of the number of stored messages. For low numbers of stored
messages, any connections limit can be chosen.

connections limit values in the range where the network is not
overloaded shows that the technique based on twin fanals is
also easy to adjust to the stored data.

According to the obtained results, the strategy that relies on
twin fanals presents the best performance. Moreover, it allows
to avoid the coding/decoding overhead, which is important in
practical applications, especially in the ones presented in the
following section, where the system’s time response and low
complexity are crucial.

E. Influence of Distribution’s Standard Deviation

As shown in the preceding sections, the distribution of the
data stored in the network influences the retrieval performance.
Here, the standard deviation of the nonuniform data distribu-
tion is varied to show what is the impact on the performance
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Fig. 12.  Error rate when using twin fanals for different values of o for
nonuniform distribution. Four positions are randomly erased. For each point,
100 networks are evaluated, doing 100 tests per network. Arrows: standard
deviations of the error rates.

of the network when using twin fanals. The experiments
are done for truncated Gaussian distributions with different
standard deviations. In addition to the distribution chosen
in Section IV-D with ¢ = 65, a distribution with ¢ = 25
and 0 = 100 is used. Fig. 12 shows how the retrieval process
is impacted when the stored data is more nonuniform (¢ = 25)
and more uniform (¢ = 100) than the previously chosen
one. When comparing these curves with the results in Fig. 9,
one can see how the retrieval performance depends on the
considered distribution’s parameter.

V. DYNAMIC POWER MANAGEMENT APPLICATIONS
FOR NETWORKS OF NEURAL CLIQUES

In this section, networks of neural cliques are applied in
dynamic power management applications. Because of these
applications, the networks are assessed in a practical context
using real-world data. It is shown that with such data, standard
networks become inoperative, and one needs to definitely
adapt to the model.

A. Dynamic Power Management in
Multiprocessor System-on-Chip

Multiprocessor systems-on-chip (MPSoCs) have gained a
lot of importance in recent years. Because of their distrib-
uted and scalable architecture, they offer high performance
required in real-time applications with potential power savings
allowing fulfilling energy restrictions under battery operation.
An MPSoC is built of multiple processing elements (PEs) that
can work in parallel (Fig. 13). Each PE or set of PEs form a
voltage/frequency island (VFI), i.e., they work within the same
power domain. The supply voltage Vyq and frequency f are set
by dedicated switching circuits allowing dynamic voltage and
frequency scaling. By decreasing the speed of the PEs with
lower performance requirements, the energy consumption is

VFI

constraints

MPSoC

from/to
0tl}er VFI

Fig. 13. MPSoC with power management capability.

reduced. A control unit decides on (Vyq, f), or power modes,
based on workload, latency, and temperature, among others.

Among the proposed control units, one can mention
approaches that rely on game theory [25], hybrid
subgradient and consensus method [26], low-level hardware
controllers [27], [28], PID automation controllers [29], and
operating system control [30]. Networks of neural cliques
were first proposed as a power controller in [22]. Compared
with the state-of-the-art technique, they react 4500 times faster
and consume 6800 times less energy. An extension of this
paper [31] shows that because of the fast time response, the
energy consumed by the MPSoC can be significantly reduced.

The impact of stored data distribution is not considered
in the abovementioned works. In this section, the adapted
networks of neural cliques are used as the power management
control unit.

1) Energy Model and Optimization Formulation: The
derivation of the energy model used for optimizing the energy
in MPSoCs is described in detail in [31]. The whole energy
needed by VFI; working with the clock period 7; belonging
to a finite set is given by

L Enom,iT2 ;
Ei(T)) = |:Ni + Vi(; - Ni)}% + L Pytar,i
i i

(14)

where N; is the number of clock cycles needed to finish the
computation, L is the time when the application is running,
Enom,i 1s the nominal energy consumed during nominal clock
period Thom,i, and Pye,; is the static power. yp; is used to
express the energy reduction per clock cycle in low-activity
state and is equal to

_ ELdyn,;/(L - Xl)

| = 5)
a Eden,i/Xi

where Ep,,, is the energy consumed in high-activity state,
and Ep,,, is the energy consumed in low-activity state.

Given the latency constraint L and the number n of VFIs,
the optimization problem is

min in(Ti)

i=1

st. > (Xi=NT) < L. (16)

i=1
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TABLE I
LTE RECEIVER APPLICATION PARAMETERS [26]

TRX Channel Coef. MIMO RX Channel
OFDM Estim. Interpol. | Decoding Bit Decoding
N; (clk cycles)
Mode 1 39200 91296 1668 12210 6445 16-103
Mode 2 3336 24420 12890 32-102
Mode 3 3336 24420 7855 32-10%
Mode 4 16680 122100 39275 160-10°%
Mode 5 16680 122100 34665 | 264-103
Ernom,i 47.67 180.55 198.94 198 93.84 247.74
(pl/clk cycle)

Antenna 1

TRX OFDM

Antenna 2

Channel Coef. MIMO
Estim. Interpol Decoding

Channel
Decoding

Channel Coef. MIMO
TRX OFDM Estim. Interpol. Decoding

Fig. 14. LTE receiver application graph. The memory buffers between the
processing blocks are not presented.

Thus, the objective of the optimization is to minimize the total
energy consumption of the system, considering local clock
periods as state variables, and preserving the time constraint.
In our energy model for a given latency constraint L, global
static power has a constant contribution. Therefore, it is
discarded in the optimization process.

2) Test Case: In order to obtain data to store in the
network, an applicative test case on MAGALI telecom chip is
considered [32]. MAGALI is a semiheterogeneous MPSoC,
i.e., there is a number of different PEs, but each is reproduced
several times. The available resources communicate through
a network-on-chip. Each PE can work with one of the
256 frequencies between 20 and 790 MHz [33]. The
application mapped on the platform is the Long-Term
Evolution (LTE) receiver. It consists of six tasks: 1) TRX
OFDM; 2) channel estimation; 3) coefficient interpolation; 4)
MIMO decoding; 5) RX bit; and 6) channel decoding (Fig. 14).
The parameters of the application, necessary to calculate the
energy (14), were characterized at fhom,; = 400 MHz and
are summarized in Table I. The operating modes presented in
the table differ in reachable data rates [32].

Since there are 256 frequencies available, each PE is asso-
ciated with a cluster of 256 fanals. The frequencies that are
applied to the PEs depend on the latency constraint L and the
operating mode. There is, therefore, a cluster of five fanals
for modes and a cluster for L. L ranges from 0.7 to 2 ms.
Fifty one latency values are considered in this application
and consequently one cluster of 51 fanals is created. The
impact of the L cluster’s size on the power management
efficiency is analyzed in [31]. Each time the system needs to
be reconfigured, the L cluster and mode cluster are stimulated
and the set of frequencies is retrieved from the network.

The results of the evaluated experiments are summarized
in Table II. First, to test the network, a random uniformly dis-
tributed set of frequencies is stored. The network is simulated
for each of the possible L values. The simulations show that in
this case each of the stored frequencies is retrieved correctly.

Then, the actual values of the frequencies are stored in the
network and the same test procedure is applied. This time,
the error rate (the amount of messages in which at least
one frequency was not retrieved correctly) clearly increases.
As a consequence of the incorrectly retrieved frequencies,
there are 87 out of 255 L constraints that are violated.
Note that there may be more incorrectly retrieved frequencies
that not necessarily need to lead to L constraint violation.
Nevertheless, they result in nonoptimal solutions which imply
an excessive energy consumption.

In order to approach the optimal retrieval process of random
uniform frequencies, twin fanals introduced in Section IV-B
are applied. The structure of the network remains the same,
the number of fanals does not change, and only the message
storing procedure is modified. The connection limit is set
to 6. In this case, the error rate is reduced, and there are
eight constraint violations. The connection limit can be varied
to find an optimal value. The minimal number of constraint
violations was obtained for the connection limit equal to 10.
The error rate and the number of constraint violations are
slightly reduced.

B. Dynamic Variability Management

As the technology is scaled down and the supply voltage
is reduced, the intradie variability becomes an increasing
challenge. The fabrication process becomes less reliable and
causes static process (P) variations. Dynamic parameters as
voltage (V) and temperature (7°) variations also have an
increasing impact on the timing and power consumption. The
optimal operating point set by a power controller can be
shifted by dynamic voltage drops and temperature variation.
A solution to avoid worst case design is to partition the
system to a number of parts, allowing each to work at its
best operating point. Based on the applicative constraints and
thanks to the sensors that provide the information regarding
current working conditions (V, T), each part adjusts again its
operating point to reduce the power consumption or to preserve
the functionality.

In order to provide the adjustment policy with
current (V, T) approximations, specific sensors have to
be embedded in the system. In this paper, a low-cost digital
sensor multiprobe [34] is considered. Multiprobe is made of
seven ring oscillators (ROs) that are designed to have different
sensitivities to Process-Voltage-Temperature (PVT) variations.
These sensors embedded in different parts of the circuit
experience the same static and dynamic variations as the parts
they are placed close to. Therefore, after a calibration phase,
based on the frequencies of the ROs, current approximations
(\7, f‘) of (V, T) can be found. Frequency of an RO depends
in a complex way on the PVT parameters and it is impossible
to obtain (V, T) from a single frequency [35]. Since there
are no models available, solving a set of equations in case of
several ROs is mathematically infeasible.
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Data type Network type Error rate | No. constraint violations

Uniform random Standard 0 -

Real Standard 0.71 87

Real Twin fanals, conn. lim. = 6 0.07 8

Real Twin fanals, conn. lim. = 10 0.03 3

TABLE III
VARIABILITY MANAGEMENT RESULTS

Data type Network type Error rate | MAEy | MAET | oy or
Uniform random Standard 0.2 10.7 10.64 549 | 29.12
Real Standard 0.54 4.3 24.1 9 37.62
Real Twin fanals, conn. lim. = 3 0.49 3.6 22.95 7.9 37.21
Real Twin fanals, conn. lim. = 3, increased size 0.24 1 2.03 3.2 5.44

Multiprobe

S
3)

F({V,T})| Networks of neural
cliques

Models M,

:'V,'J}'}

Fig. 15.

Overview of the variability management system.

An estimation method to obtain (17, f") from the frequencies
of multiprobe is proposed in [35]. The proposed method relies
on statistical tests of goodness-of-fit. First, the data from the
sensors are specially adapted to the further treatment. Then,
the statistical tests are evaluated, a brute-force search in the
database obtained during the calibration phase is performed
and a weighted mean of the closest found entries is calculated.
This method provides satisfactory estimation precision, yet
implies certain complexity. Moreover, the estimation computed
by a dedicated hardware block can be obtained in 25 us which
is not fast enough to follow fast voltage variations (order of
magnitude of few microseconds). Here, applying networks
of neural cliques to provide v, T) pairs corresponding to
frequencies of the ROs is explored (Fig. 15). The focus is
on the impact of the data distribution. Nevertheless, published
results [22], [23], [31] show that the time response of the
hardware implementation of the networks is in the order of
tens of nanoseconds.

In order to obtain data to store in the network, electrical
simulations of the multiprobe sensor have been performed
with an Eldo circuit simulator. The message set was obtained
for V ranging from 0.7 to 1.3 V with a step of AV = 10 mV
and T ranging from —40 °C to 120 °C with a step of
AT = 10 °C. In this paper, only two ROs of the multiprobe
are used to retrieve (\7, f) couples. The simulations show
that the impact of reducing the number of used frequencies
is negligible on the accuracy of the retrieved V, T). Among
the two kept ROs, one is specifically designed to be more
sensitive to temperature variations than the other. Due to
the characteristics of the ROs, in the database containing
1037 models linking the frequencies with v, T) points,

a number of models share the same frequencies leading
to different (\7, f) couples. In such an ambiguous case,
both (V, T) solutions are equitable and are output by the
network. In a target system, the network can be followed by
an additional processing step, which calculates a mean value
of the obtained (V, T') responses. Since the focus of this paper
is on exploring the impact of data distribution, these models
are removed from the database. After this step, 1018 models
are stored in the network.

The ROs can output 256 and 512 (temperature-sensitive RO)
different frequency values. Therefore, they are associated with
two clusters of 256 and 512 fanals, respectively. In addition,
there is a cluster to store 7 values made of 17 fanals and
a cluster of 61 fanals to store V values. Each time the
values (V, T) are demanded by the variability management
system, the frequency clusters are stimulated and v, T)
couple is obtained from the network.

The results are assessed in terms of the error rate [the
amount of messages in which at least one of the (\7, f")
parameters is not retrieved correctly] and mean absolute errors

1 n
MAEy =~ |fv.i = yv.il (17)

i=1

n
MAE7 = lz | fr,i — y7.il (13)

s
where n is the number of stored models, f is the response
from the network. and y is the true value. In addition, the
standard deviations associated with these errors are reported.

All the obtained results are summarized in Table III. First,
a random uniformly distributed set of frequencies is stored.
The network is simulated for all the stored models. When the
actual values of the frequencies are stored in the network and
the same test is applied, the error rate increases significantly.
The mean absolute error and standard deviation increased
in the case of temperature. In the case of voltage, the error and
standard deviation decreased, which together with the error
rate means that there are more errors but they are smaller.

In this section, twin fanals are applied. The network’s
dimensions stay the same. As a consequence, the error rate
is slightly reduced and the error and standard deviation of V
are lower than in the former experiments. The temperature
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retrieval is slightly improved as well compared with real data
stored in nonadapted network. In order to improve the retrieval
significantly, the network’s dimensions are changed. When
T cluster is increased to 500 fanals, the results are further
improved. For both the networks in which twin neurons were
used, the connection limit was set to 3. This value proved to
be the optimal one.

VI. CONCLUSION

Networks of neural cliques are associative memories able
to store and successfully retrieve a large number of messages.
Their performances have been theoretically studied exploiting
uniformly distributed information. When facing real-world
applications, the information that is stored in the networks is
not necessarily uniformly distributed. Analyzing this model
in case of nonuniform data and adapting it to practical
applications is a subject of work [17]. The solution based
on Huffman compression coding offers great performance
enhancements and allows efficient storage of nonuniform
messages. Nevertheless, in some applications its complexity
can be a limiting factor. Furthermore, Huffman coding is an
algorithmic solution and, therefore, not satisfactory in terms
of biological plausibility.

In this paper, a method with a limited complexity and a
comparable performance is proposed. Introducing twin fanals
avoids complex coding and decoding phases and is biologi-
cally plausible. It allows erasures on initial messages without
transforming the data before the storage. Furthermore, there
is no constraint in terms of data distribution parameters as it
is the case with Huffman coding. The results presented in this
paper show that because of spreading frequent values among
a group of fanals, twin fanals offer better performances than
Huffman coding-based technique.

Two test cases in power management domain are exploited
to obtain real-world data. When the networks presented in [13]
are applied to these applications, their performance is largely
degraded leading to nonfunctional system. In order to approach
the theoretical performance of the model, twin fanals are
used when real-world data are stored. The results show that
this solution approaches the performances close to uniformly
distributed data. Adapting the basic model is indispensable for
using these networks in practical applications.
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